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OPTICAL INFERENCE MACHINES

ABSTRACT

We have been investigating an optical inference machine based on the mapped-
template architecture (C. Warde and J. A. Kottas, Appl. Opt. 25, 940, 1986).
During this first year, two subsystems for use in our study of this machine
were developed: (1) a portable electron-beam-addressed microchannel spatial
light modulator (e-beam MSLM) and (2) a computerized control system for the
architecture.  This . report describes the mapped-template inference machine
and the development of its componenfs in the context of the overall system
architecture.

INTRODUCTIGN

Symbolic logic problems involve, in an abstract sense, a set of data objects
and a set of relationships describing the data objects. The data objects
and relationships constitute a knowledge base which is generally arranged as
sets of facts and rules. A fact is a statement connecting a relationship
with one or more data objects such that the statement is always interpreted
as being true. On the other hand, a rule is a statement which defines a
relationship using other relationships, data objects, and/or facts.

A symbolic logic problem is wusually stated in the form of one or more
queries which are questions concerning the relationships and the data
objects. The queries are answered by applying logical inference to the
knowledge base of rules and facts. This inference process generates a set
of assertions (inferred facts) from the knowledge base. The solution to the
queries therefore becomes a set of conclusions in the form of data objects
which is inferred from the set of assertions so as to satisfy the queries.

The general structure of an inference machine is shown in Fig. 1. It
accepts as inputs a set of facts and a set of rules from the knowledge base,
and one or more queries. The output of the inference machine is a set of
specific conclusions which are logically inferred from the facts and rules
in response to the queries.

Symbolic logic problems are relatively common. They arise in areas such as
expert systems and other artificial intelligence systems. In recent vyears,
the computer science language PROLOG has become one of the tools used for
solving these types of problems on electronic computers.} For example, two
goals of fifth-generation computers are (1) to develop a machine capable of
logical inference and database operations, and (2) to design a language
based on PROLOG that would be suitable for inferencing and representing
knowlt.:dgc.2

To solve a query, electronic PROLOG sequentially searches the knowledge base
for the appropriate rules and facts. This search process uses a flexible
pattern-matching  technique called unification which  involves searching,
matching, and backtracking through the knowledge base.3 4 The performance
of electronic PROLOG is limited by its use of serial searching and
backtracking techniques. PARALOG, an implementation of PROLOG which uses
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Fig. 1- General structure of an Inference machhie.

parallel unification, addresses this issue and is currently under
investigation.?

It is well known that two-dimensional parallel optical processors inherently
perform high-speed pattern matching. Such systems should therefore be more
efficient at searching than their serial electronic counterparts because the
parallelism ecliminates the need for backtracking through the knowledge base.
Furthermore, since searching and pattern matching processors do not require
high accuracy or large dynamic range, it would appear that optical
processors should also be well suited for symbolic logic processing

Optical inference machines, however, should be designed to be compatible
with electronic computers. The goal should be to exploit the strengths of
both systems so as to realize hybrid inference machines that are more
efficient and versatile than either purely electronic or optical computers.
For example, an optical inference machine could potentially be integrated
into an electronic fifth-generation computer so that a hybrid machine
capable of operating at speeds in excess of 10° logical inferences per
second could be produced.

APPROACH
Hybrid Optical Realizations

The research program is focused on hybrid optical inference machines that
would complement the electronic computer. More specifically, on the
development of the query-driven system based on mapped-template logic that
is described in the APPENDIX. In this system, the parallelism and speed of
optics are e¢xploited to perform the functions of searching, matching, and
logic. The role of the electronics is to perform information storage and to
retrieve and transfer data, rules, and operator queries to the optical
processor. Thus in Fig. 2, the inference filter is the optical processor
while the controller and knowledge base form the electronic support system.
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To implement these optical inference machines, three types of optical
devices are required: (1) an input interfacing device which converts
electrical signals to two-dimensional optical signals, (2) an optical logic
device, and (3) an output interfacing device for transforming optical
signals into electrical signals. The input interfacing device and the
optical logic device should be capable of short term storage.

In  the mapped-template discussed below, the electrical-to-optical input
device could be any two-dimensional electrically-addressed spatial  light
modulator (E-SLM) which has short term storage, such as the e-beam MSLM.®
An example of an optical logic device which can perform two-dimensional
logic with memory is the photo MSLM’*® which is an optically-addressed
spatial light modulator (O-SLM). The logic operations that can be performed
internally by the photo MSLM include. AND, OR, NAND, NOR, XOR, and NOT. The
optical-to-electrical output™ device s a two-dimensional photodetector
array. To obtain good noise rejection and low error rates, digital optical
signals (binary intensity levels) are assumed for all input and output
signals in the optical processor.

Mapped-Template Optical Inference Machine

In the mapped-template optical inference machine, mapping templates are used
to optically store the relationships between the data objects and are thus
defined by the facts. Conclusions are inferred to queries by applying these
mapping templates to the data objects in the order prescribed by the rules.
Historically, the operation of the mapping tcmplates is similar to the
associative nets described by Willshaw and Longuct-Higgins.°

Mapping templates are binary masks consisting of transparent squares
(logical 1, and shown as black squares in Fig. 3) on an opaque background
(logical 0, and shown as white in Fig. 3). As an example, a mapping
template for the relations Is-male, is-female, married-to, and father-of
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would map an input set from D, the set of data objects to an output set,

also from D. Let . and Dorcprcscnt the input gnd output sets of data

' objects. Furthermore, fct the data objects in the m! position of D, and D
K be denoted by d;, and d m: Mapping tcmplatcs corresponding to thc is-female
. ﬁ-. and father-of facts as dctomcd are shown in Fig. 3 with the clements of the
“._p‘; input set D. (d along the columns (x axis) and the elements of the output
:'j-. set Do(doy) along thc rows (y axis) of the templates.
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Note that the mapping between D; and D, is not necessarily one-to-one.
However, a mapping template is reciprocal in that if the right-hand side of

}I: Eq. (1) is specified instead of the left, the relationships for the left-
:-:_':- hand side may be inferred from the template.

S

e To perform logical inferring, the template-mapping concept is implemented as
NS illustrated in Fig. 4. Given an input vector D: the associated output
o vector D, for a particular mapping template is f‘ound by first vertically
,:‘ expanding D; along the y-axis so it forms an array, each row of which equals
L D., as shown in Fig. 4. This expandcd form of D is then optically overlaid
-:'.‘:f with the mapping template using nmagmg optics as shown, before the two-
j.:-‘,' dimensional logical AND operation is performed. The resulting, output, when
ol viewed along the rows, corresponds to the output vector Do‘

o

(- To perform the reciprocal operation of the mapping template, the input
;‘.-: vector. would be expanded horizontally and logically ANDed with the mapping
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Fig. 4 - Conceptual implementation of mapped-template logic.

template. The output vector would then be taken looking down the columns.
Depending upon the mapping template, it is possible for multiple inputs in
D. to produce the same output element in D,. For this reason, a two-
dimensional output photodetector array is used for establishing the exact
input-to-output correspondence, should this be needed in solving the query.

A hybrid optical inference machine which implements mapped-template logic is
shown in Fig. 5. It consists of an electronic controller, two E-SLMs, two
O-SLMs, and a two-dimensional photodetector array. The controller in this
system electronically stores the knowledge base and controls the SLMs and
the shutter. The modulator O-SLM 1 is operated in the logic mode and
usually performs the AND operation, while O-SLM 2 is used as a two-
dimensional memory unit to allow further processing of the outputs, and is
optional.

When the controller is given a query by the operator, a vertical line is
written on E-SLM 1 at the locatior of the known data objects in D;. Then,
the controller writes the mapping template corresponding to the rule (or
first condition) associated with the query onto E-SLM 2. The outputs of
both E-SLMs are imaged onto O-SLM 1 with lens L,. The logical AND of the
two inputs is formed in O-SLM 1 and imaged onto the photodetector array by
lenses L, and L. If desired, the output could also be imaged onto O-SLM 2
by lens L, and latched. The stored output in O-SLM 2 could then be imaged
via lens L, back into O-SLM 1 by opening shutter S should further processing
be necessary.

The output of the photodetector array is fed back to the controller where
the inferred data objects in Do which. satisfy the current mapping rule are
determined. Further mapping templates are then applied by the controller
as determined by the query and the rules.

Since multiple outputs for the same data object could be generated, the
viewing of the rcws or columns of the output array could lead to an integral
multiple of a single light beam intensity. In this case, the photodctector
output is electronically clipped to the single light beam level if the
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Fig. 5 - Mapped-template optical inference machine,

photodetector output is to be fed back to E-SLM | as input via the
controller.

If the optional optical feedback loop is not wused, there is a possible
modification to the system in Fig. 5 which will simplify the device
requirements. Instead of performing the logical AND operation in O-SLM 1,
the output of E-SLM 1 (the expanded input data vector) could be used to read
out the mapping template in E-SLM 2, thus eliminating the need for a two-
dimensional optical logic device. However, the advantage of having O-SLM 1
is that (1) it can conveniently peiform the logical NOT operation on a
condition, and (2) the processed patterns are automatically latched into O-
SLM 1. This allows the controller to begin setting up the next mapping
template  while it simultancously reads the photodetector array, thus
providing some degree of concurrent operation.

Further possibilities for increasing processing speed are to place multiple
mapping templates which are spatially separated from each other on E-SLM 2.
The input data vectors on E-SLM | would have to be repositioned accordingly.
However, multiple inferences could then be made in parallel.

FIRST-YEAR GOALS

The goals of the first year of the program were to develop the subsystems
necessary to implement the mapped-template inference machinge described in
the Appendix. These components included a portable electron-beam-addressed
microchannel spatial light modulator (e-beam MSLM) and a computerized
control system (CCS) for the inference machine. The e-beam MSLM is to be
used - as an electrical-to-optical input device for presenting input queries
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to the machine along with the applicable rules from a knowledge base. The
CCS will perform several tasks:

1. Store the knowledge base (the mapping templates).

2, Allow the user to query the system.

3. Return conclusions to the user.

4. Govern the low-level operation of the inference machine by passing the
applicable rules and facts to the inference engine (through two e-beam
MSLM's) and then sequencing all MSLM's in the proper order to generate
the conclusions.

5. Monitor the state of the inference machine and its components.

6. Provide the necessary power supplies for all MSLM's (both optical and

clectronic).

During this year, these two subsystems were constructed and tested
successfully. Their development is described in the following section.

SYSTEM DEVELOPMENT
Portable E-Beam MSLM

A general e-beam MSLM is shown schematically in Fig. 6. The function of the
device is to convert a serial electronic signal into a two-dimensional
optical signal. To achieve this, the electronic signal is used to control a
focused electron beam (produced by the electron gun in Fig. 6) so as to
deposit a charge distribution onto the back of an electrooptic crystal. A
microchannel plate (MCP) is included to amplify the electron beam intensity.
The effects of the charge distribution can be encoded onto an optical beam
by reading out the device with polarized coherent light. After the light
passes through a crossed polarizer, the optical intensity distribution is
representative  of the charge pattern. Thus, a two-dimensional optical
signal is generated from a serial electronic signal. For more information,
a detailed description of the operational principles of the e-beam MSLM (and
the rclated device, the optically-addressed MSLM) can be found in Refs. 6-8.

Electro-optic crysial
. " UV SOURCE
Tronsparent electrode Grn:/cp m/(o‘“m,
RE o5 o
/ quathode
[ o]

ATt

\m
cylinder

- Control
electronics

INPUT ELECTRICAL SIGNAL

Fig. 6 - Electron-beam-addressed microchannel spatial light modulator (e-
. bcam MSLM).
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The napped-template architecture uses two e¢-beam MSLM’s and we already have
cne such device. However, it is heavy and bulky and cannot be repositioned
casily due to its size and the placement of its external vacuum system.
Consequently, in the first year of the program, we constructed a second
device is smaller, easier to align, and portable,

The design for the portable e-beam MSLM is shown in Figure 7. It consists
of three main sections supported by an adjustable base. The modulator
section (on the left side in Fig. 7) contains the electrooptic crystal, the
MCP, and an acceleration grid. The electron gun is housed in the section
directly behind the modulator and a small vacuum pump is positioned in the
section below the electron gun. To* minimize the effects of the pump’s
magnet, the pump is mounted slightly behind the electron gun. Furthermore,
the horizontal tube in which the electron beam propagates is wrapped with
highly magnetically permeable metal (not shown in Fig. 7).

MODULATOR ELECTRICAL

co~~ecno~s\

READOUT
WINDOW

|

ELECTRON
GUN

Ie—>=]

-To- AIR
BA‘\‘,‘A -4 Pkesswzs ‘ @

c B = - P P
L)
C — ]
/ /TAELE " ToP

Fig. 7 - Deslign for the portable e-beam MSLM.

A particularly useful feature of this design is the adjustable base. It
allows the position of the entire modulator to be adjusted conveniently
while the device is in place on an optical table. The degrees of freedom
are shown in Fig. 8. As can be seen, 8, and 6, allow the crystal to be
aligned easily and properly to the readout laser beam, while e, permits the

axes of the crystal to be oriented easily at 45 degrees to thc polarization
of the incoming readout light.

In the modulator section, the crystal, grid, and MCP are mounted in a
sandwich structure as illustrated in Figure 9. The stainless sicel flanges
provide structural support and act as eclectrodes for the crystal, the grid,
and the input face of the MCP., For the output face, a thin nickel flange is
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used to reduce the gap between the grid and the MCP output face. The
sandwich arrangement is held together with three sets of screws which ease
the assemblying procedure and minimize the physical interaction with these
{ delicate optical components,
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. Fig. 8 -  Adjustable base for the portable e-beam MSLM.
o
o
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{
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e
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-
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~ FLANGES TEFLON
L SHEETS
-
w L AR
u': Fig. 9 - Cross-section of the internal support structure for the crystal,
~ the grid, and microchannel plate (MCP),
n}
®
ho The completed e-beam MSLM is shown in Fig. 10. To test the device, the
_\ setup shown in Fig. 1l was used in conjunction with the computerized control
- system discussed in the next section. A sample output image from the device
o is given in Fig. 12. This image consists of a 16-by-16 pixel array with the
AS appropriate rows and columns turned on to form a 3-by-3 array of large dark
® areas. The device worked fairly well but it only could create low
- resolution images. This was due to a faulty electron gun that could not
E produce a uniform spot over ths extent of the crystal. Furthermore, the
'; beam exhibited significant halo (a distribution of charge away from the main
v-f_' beam). Both of these effects reduced the quality of the output image, as
':_ evidenced by the nonuniformity of the image in Fig. 12. However, with a new
® electron gun, the portable ¢-beam MSLM will be a very useful device for the
o mapped-template inference machine.
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Photograph of the completed portable e-beam MSLM.
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O
s Computerized Control System (CCS) J
N
s . . .
N Because the CCS must perform several tasks, it is designed as three modules,
1Y each of which focuses on a particular function. The modules are:
® 1. Computer controller
X 2. MSLM power supply
'\ ’ 3. Data Acquisition System and MSLM Interface Controller (DASMIC)
'_ The relationship between the three modules is illustrated in Fig. 13.
{ HIGH VOLTAGE
- OUTPUTS TO MSLM
'
w 0 O
.
I MSLM POWER SYSTEM
2
)
- MSLM INPUT MONITORS
. CONTROL SIGNALS
~
::.
J': ANALOG OUTPUTS €1 DASMIC:
¥ ]
° ) DATA ACQUISITION SYSTEM j&—— ANALOG INPUTS
oS DIGITAL OUTPUTS €= MSLM INTERFACE CONTROLLER
o .
) .
OUTPUT
N CONTROL SIGNALS INPUT DATA
AL
>
- AT&T 6300 COMPUTER
A . STORES KNOWLEDGE BASE
“w
n - CONTROLS MSLM'S
X . INTERACTS WITH USER
®
}'
'_{- F'g. 13 The three modules comprising the computerized control system (CCS).
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:'._";: In the mapped-template architecture, the computer controller is a small,
:¢: dedicated computer (an AT&T PC 6300) which stores the knowledge base,
KoL controls the MSLM'’s, and interacts with the user. The second task here is
{ done using the second and third modules in the above listt The MSLM power
»:'_'. supply module contains several individual high-voltage power supplies for
‘}\; biasing both an e-beam MSLM and an optically-addressed MSLM (herein
:‘: abbreviated as an optical MSLM). The data acquisition module, nicknamed
‘\’ DASMIC (for Data Acquisition System and MSLM Inferface Controller), provides
M several digital-to-analog (D/A), analog-to-digital (A/D), and digital-to-
,.' digital (D/D) ports under computer control. It also incorporates a
"4-: customized  photodetector input with a  computer-controllable gain. In
.::, addition, DASMIC contains a special “bus that allows a computer to access
:4.: ‘ several different MSLM power supplies. With the appropriate software, the
\i. computer controller can access all of the capabilities of either type of
t'-- . MSLM through DASMIC and an MSLM power supply.
\ 150V
-g::-_ ] CONTROL GRID
R >
N 11V, sA FILAMENT
o ’_:"‘H .
T v - e
o—-—+ 1134 > FILAMENT BIAS,
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b + -
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SN 00 v
ey —l— —> XY DEFLATION AXIS
._:.. 100v
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- ‘.LI.SKV R
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v
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® — |1 _r—-—) CRYSTAL
2, - 01[ ———— (1 of 2)
& L ‘
oy et | § p—
o 1 1.5kY
Sehy <
CRYSTAL BIAS
- Fig. 14 - Equivalent circuit for the MSLM power supply.
,
s ,,.-’
“": .
s For the mapped-template inference machine, only one MSLM power supply was
e needed. An equivalent circuit of the MSLM power supply constructed during
® the past year is shown in Fig. 14. Table I lists individual power supplies
e (corresponding to the various components within an MSLM) that are contained
4 in this unit.
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TABLE 1

MSLM
Supply Name Type Control Range
Filament E M 11 V at § A Cathode
- Filament Bias E M -2 kV
- Photocathode 0] M -3 kv
Control Grid E -170 V
- On/Off Mode C
- Pulse Mode M, T
- Pulse Duration M 1 to 70 msec
Preaccelerator E M -2 kY
Focus E,O M,C. -2 kV
X,Y Deflection Axes E M,C. -100 to +80 V w.r.t. MCP Input
- Range M 180 V
- Maximum Offset M 105V
MCP E,O M,C +1.5 kV
- Current Limiter E,O M 0.5 mA
- Input Bias E M 100V
Grid E,O M,C 3 kv
Crystal (2) E,O M,C 3 kv
- Blas E,O M,C 1.5 kV
- Bias Polarity E,O M + or -
- Ramp to New Level E,O C up or down to full range
- Yariable Ramp Rate E,O C 0.25 to 64 sec for 3 kV ramp
Supply Status Indicators
- Filament current E C 1 = ok, 0 = below 3.8 A
- MCP current E,O M,C 0 = ok, 1 = at limit
Notes:

O = Applicable for optically-addressed MSLM
E = Applicable for e-beam MSLM

C = Can be controlled via computer

M = Can be controlled manually

The table indicates which individual supplies and their associated functions
are applicable to e-beam and optical MSLMs and also if they can be
controlled via a computer. For the mapped-template machine, two identical
crystal supply circuits were included in the box for controlling the two e-
beam devices in the architecture. (The third device, an optical MSLM, can
be controlled using DASMIC and a small high-voltage supply which we have
already procured.)

The MSLM power supply has been tested on numerous occasions and has been
quite useful and flexible for controlling the operation of both e-beam and
optical MSLMs in optical processing systems.

The features of DASMIC, the data acquisition module, are shown in Figure 15
and are summarized in Table II:
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‘ TABLE 11

A Data Acquisition Function Qty. Analog Range Digital Range

.( Analog Inputs 16 0tol0V 0 to 255 Analog Outputs

."ss‘. (bipolar) 4 0toSV 0 to 255

::‘0' S5to0 V

" Digital Outputs 4 0,5V 0, 1

!ﬁ 4 0,15V 0,1

N Photodetector Amplifier Input 1 0to10 V 0 to 255

) - Gain 1 1 to 40 0 to 255 (nonlinear)

St

;"'\ -

,\' The array of inputs and outputs represent standard capabilities required by

v the mapped-template architecture. However, although it is not needed in

L this architecture, the photodetector amplifier with a computer-controllable
] gain was included in the design for future optical processing experiments.

.\ It will be useful in systems which will need an optical measureiaent with a

: variable gain to establish an operating point or stabilize the system.

e

I-:.' In addition to these data acquisition functions, DASMIC allows the computer
P controller to access up to four MSLM power supply boxes for future growth.

.!ﬂ. As with the MSLM power supply, DASMIC has been used many times in optical

4 W processing systems to monitor current and voltage levels and control

) ::n; shutters and separate power supplies as well as the MSLM power supply.
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Fig. 15 The complete CCS. The computer controller is the AT&T PC 6300 in
the center. The MSLM power supply is the large box to the left of
the 6300, and DASMIC Is In the lower right hand corner.
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:f-: A picture of the complete CCS is shown in Figure 15. Many different
s programs have been written for the AT&T PC 6300 computer controller to
. exercise the e-beam MSLM using DASMIC and the MSLM power supply. While not
e N optimized for speed and throughput, the CCS is a highly versatile system for
W controlling optical processing systems made up of MSLM:s.
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] 'r-\'
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L FUTURE WORK ’

_ ‘ In the near term, there are primarily three tasks which must be completed
\,,;: before a working mapped-template inference machine can be demonstrated:

\a_{_". b

o 1. Replace the electron gun in the portable e-beam MSLM with one that has
:;: a fine spot size. This will eliminate the current problems with this

device. We currently are searching for acceptable electron guns and
their distributors.

2, Construct a two-dimensional photodetection system. In the mapped-
template architecture, the CCS must be able to access the full two-
dimensional light distribution in the optical output. The general
photodetector amplifier in DASMIC only can examinc the intensity at a
single pixel. We will examine the use of a video camera and a frame

»
T

F N
A
;'/t‘ L

>

e grabber for the computer controller module of the CCS to solve this

b problem.

f'.x'_'.'- 3. Write the necessary software for the CCS for controlling the MSLM’s in

‘_:-:2 the mapped-template architecture in conjunction with the electronically
&::.-_ stored knowledge base.

f At the theoretical level, we will be exploring ways of making the mapped-
;'.-: template inference machine more robust, more fault tolerant, and less memory
roe intensive. As currently designed, the architecture uses one beam (pixel) of
'j."»: light per data object in the knowledge base. This makes the output

K, conclusions more susceptible to errors if a problem develops with a pixel in

4

i the optical system. The inference machine also relies heavily on electronic
3) storage and retrieval. The  electronic-to-optical  conversions may  pose

, significant bottlenecks in the processing speed. As a result, we will be
y .'.';.r studying these problems with the mapped-template architecture to try to
':.:.5 solve them in the coming year.

Y
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Hybrid optical inference machines: architectural

considerations

Cardinal Warde and James Kottas

A class of optical computing systems is introduced for solving symbolic logic problems that are characterized
by a set of data objects and a sef of relationships describing the data objects. The data objects and
relationships are arranged into sets of facts and rules to form a knowledge base. The solutions to symbolic
logic problems involve inferring conclusions to queries by applying logical inference to the facts and rules.
‘The general structure of an inference machine is ¢+ cussed in terms of rule-driven and query-driven control
flows. As examples of a query-driven inference machine, two hybrid optical system architectures are
presented which uee matched-filter and mapped-template logic, respectively.

. Introduction

A. Definitions
Symbolic logic problems involve, in an .bstract

" sense, a set of data objects and a set of relationships

describing the data objects. The data objects and
relationships constitute a knowledge base which is
generally arranged as sets of facts and rules. A factisa
statement connecting a relationship with one or more
data objects so that the statement is always interpret-
ed as true. On the other hand, a rule is a statement
which defines a relationship using other relationships,
data objects, and/or facts.

A symbeolic logic problem is usually stated in the
form of one or more queries which are questions con-
cerning relationships and data objects. The queries
are answered by applying logical inference to the
knowledge base of rules and facts. This inference
process generates a set of assertions (inferred facts)
from the knowledge base. The solution to the queries,
therefore, becomes a set of conclusions in the form of
data objects, which is inferred from the set of asser-
tions 8o as to satisfy the queries.

B. PROLOG

Symbolic logic problems are relatively common.
They arise in areas such as expert systems and other
artificial intelligence applications. In recent years,
the computer science language PROLOG has become a
tool for solving these types of problem on electronic

computers.! For example. two goals of fifth-genera-

The authors are with MIT Department of Electrical Engineering
& Computer Science, Cambridge, Massachusetts 02139.
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tion computers are (1) to develop a machine capable of
logical inference and data base operations and (2) to
design a language based on PROLOG that would be
suitable for inferring and representing knowledge.?

To solve a query, electronic PROLOG sequentially
searches for the knowledge base for the appropriate
rules and facts. This search process uses a flexible
pattern-matching technique called unification which
involves searching, matching, and backtracking
through the knowledge base.3* The performance of
electronic PROLOG is limited by its use of serial search-
ing and backtracking. PARALOG, an implementation
of PROLOG which uses parallel unification, addresses
this issue and is currently under investigation.?

C. Role of Optics

It is well known that 2-D parallel optical processora
inherently perform high-speed pattern matching.
Such systems should, therefore, be more efficient at
searching than their serial electronic counterparts be-
cause the parallelism eliminates the need for back-
tracking through the knowledge base. Furthermore,
since searching and pattern matching processors do
not require high accuracy or large dynamic range, opti-
cal processors should in principle be well suited for
symbolic logic processing.

We believe, however, that optical inference ma- .
chines should be designed to be compatible with elec-
tronic computers. The goal should be to exploit the
strengths of both systems so as to realize hybrid infer-
ence machines that are more efficient and versatile
than either purely electronic or optical computers.
For example, an optical inference machine could po-
tentialiy be integrated into an electronic fifth-genera-
tion computer so that a hybrid machine capable of
operating at speeds in excess of 10? logical inferences
per second (LIPS) could be produced.
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Fig. 1. General structure of an inference machine.

l——
Conclusions

D. History
Previous work in optical symbolic processing was

performed by several researchers in the late 1960s and ~-

early 1970s. Gabor,’ Akahori and Sakurai,® Nakajima
et.al.,’ and Lohmann and Werlich® used holography as
the basis for their processing techniques. Willshaw e¢,
al.® Willshaw and Longuet-Higgins,!? and Gabor® ap-
proached the problem using associative network con-
cepts. However, during the 1970s and early 1980s, the
emphasis of research on optical computing systems
shifted to numerical problems such as matrix-matrix
multiplication,!*-!3 array processing,’! and solving sets
of linear equations.!®

More recently, there has been a resurgence of inter-
est in the area of optical symbolic processing,
Huang'®!? has addressed the symbolic problem in a
general sense, investigating algorithms and architec-
tures for performing symbolic substitution optically in
classical finite-state machines. Furthermore,
Huang'® and Fisher et al.!® have recognized that there
may be a possible role for optics in symbolic processors,
particularly in solving certain classes of artificial intel-
ligence problems. However, specific applications of
optical computers to symbolic logic processing appear,
until now, to have been unaddressed.

In this paper, the concepts associated with symbolic
logic processors are introduced, and the general archi-
tecture of an optical machine capable of inferring logi-
cal conclusions from a set of facts and rules is dis-
cussed. The general system is approached from two
different information flow patterns: rule-driven and
query-driven flow. Two hybrid optical realizations
for a query-driven inference machine are presented
which use classical matched-filter logic and mapped-
template logic, respectively. The intent here is to
describe these systems from a conceptual point of view.
Therefore, no attempt is made to address all the issues
involved in realizing a practical system.

. General Inference Machine Architecture ‘
The general structure of an inference machine is

shown in Fig. 1. Itaccepts asinput asetof factsanda

set of rules from the knowledge base and one or more
queries. The output of the inference machine is a set
of specific conclusions which are logically inferred
from the facts and rules in response to the queries.

For example, a set of data objects could be a set of
names of people. For illustrative purposes, let this set
be denoted as

e R AN

TR VR SV

oy
J‘{

 [Karen, Beth, Peg, Liz, Sue, Jean, Ruth,

Mike, Tom, Bill, Jim, Fred, Bob, Sam|. m

A set of relationships for D might be the possible
relationships between the people, such as marriage,
mother, father, male, and female. Let this set of rela-
tionships be denoted by

- {married-to, mother-of, father-of, son-of,

daughter-of, child-of, is-male, is-female). @

The data objects and relationships are linked as a
collection of facts and rules which relate the elements

of Dand R. Inthis example, the facts could be defined
as

Mike is-male. Karen is-female.
Tom is-male. Beth is-female.
Bill is-male. Peg is-female.
Jim is-male. Liz is-female.
Fred is-male. Sue is-female.
Bob is-male. Jean is-female.
Sam is-male. Ruth is-female, (&)

Mike married-to Karen.
Bob married-to Beth.
Jim married-to Liz.

Bob father-of Peg.
Bob father-of Tom.
Bob father-of Jean.
Jim father-of Ruth.
Fred father-of Bill.

Using these facts, the remaining relationships in R
may be defined as rules. For example,

X mother-of Y IF Z married-to X AND
Z father-of Y,

X child-of Y IF Y mother-of X OR

Y father-of X {4
Xson-of Y IF X child-of Y AND
X is-male,
X daughter-of Y IF X child-of Y AND
X is-temale,

where X, Y, and Z are variables. The bodies of these
rules (i.e., the part to the right of IF) consist of two
conditions, each of which could be a fact or another
rule. These conditions are then connected by the
logical operators AND or OR. In general, a rule could
have any number of conditions, and a condition could
have a logical NOT operation performed on it. For
example, the daughter-of rule could be modified to
use the son-of rule by defining it with

X daughter-of Y IF X child-of Y AND

NOT X son-of Y. )

To satisfy a rule, there must be at least one data
value for all variables for which all conditions are si-
multaneously true. In the mother-of rule, there must
be at least one value each for X, Y, and Z so that Z is
both married to X and the father of Y. Using the
format of Eq. (4), additional relationships such as sis-
ter-of and brother-of are straightforward to define.
Together, the facts in Eq. (3) and the rules in Eq. (4)
form the knowledge base. -

In general, a query into a knowledge base consists of
arule with at least one variable. For example, a possi-
ble query of thia knowledge base could be “Who is the
mother of Jean?”, which can be expressed as

15 March 1988 / Vol. 25, No. 8 / APPLIED OPTICS 941
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? mother-of Jean, (6)

where ? represents the desired unknown data object.
From the knowledge base, only the assertion Beth
mother-of Jean is true. Hence the conclusion of Eq.
(6) is that the query is true when ? is the data object
Beth.

Given a query and knowledge base, conclusions can
be inferred using either inductive or deductive reason-
ing. In the inductive case, conclusions of a general
nature are inferred by the application of specific que-
ries to the knowledge base. The cardinality of the set
of induced conclusions could in general be quite large,
and, in principle, conclusions not representative of the
knowledge base would be possible.

On the other hand, deductive reasoning produces
specific conclusions from a set of general rules and
facts, and the conclusions are always a subset of the
knowledge base. For simplicity and practicality, we
shall limit the allowed conclusions to the data objects
within the knowledge base. Therefore, in this paper,
we will consider only machines based on deductive
reasoning.

Block diagrams for two general architectures of a
deductive inference machine are shown in Figs. 2 and
3. Both systems have in common a knowledge base,
controller, and inference filter. The functions of the
controller are to (1) control the flow of information
through the inference machine, (2) accept queries as
input from the operator, and (3) transmit conclusions
to the operator as output. The knowledge base stores
all the data objects and relationships in the form of
facts and rules. The role of the inference filter is to
generate a set of all conclusions possible given a set of
rules and facts from the knowledge base.

The system in Fig. 2 corresponds to a rule-driven
inference machine, whereas that in Fig. 3 represents a
query-driveninference machine. Thesystems are dis-
tinguished from each other by the methods they em-
ploy to infer the conclusions. In the rule-driven sys-
tem, all possible assertions and facts from the
knowledge base are generated ab initio, and thereafter
the conclusions are derived from these inferences by
application of the query. In contrast, the query-driv-

Alp bk
ASSERTION tions
GENERATOR | _ond focts_| INFERENCE
WITH FILTER
MEMORY
Pules Focts Oueries Conclusions
""08*:520"‘ CONTROLLER
OPERATOR

Fig. 2. Block diagram of a deductive rule-driven inference ma-
' chine.
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en system first uses the query to select appropriate
subsets of the rules and factas and then infers specific
conclusions from these rules and facts.

The rule-driven system of Fig. 2 approaches the
ideal parallel system in that the assertion generator
produces the facts and all possible assertions from the
entire knowledge base by replacing all the rules with
appropriate assertions. In the previous example, the
mother-of, child-of, son-of, and daughter-of rules
would lead to the assertions

Beth mother-of Peg,
Beth mother-of Tom, Tom son-of Beth.
Beth mother-of Jean, Bill son-of Fred.

Liz mother-of Ruth, ()

Peg child-of Bob,

Peg child-of Beth,
Tom child-of Bob,
Tom child-of Beth,
Jean child-of Bob,
Jean child-of Beth,
Ruth child-of Jim,
Ruth child-of Liz,

Bill child-of Fred,

Thus the output of the assertion generator would be
the set of facts and assertions defined by Eqs. (3) and
(7). Note that the knowledge base is not updated by
the assertion generator and that the output produced
by the assertion generator is computed only once.

As shown in Fig. 2, the assertion generator of the
rule-driven machine transfers the entire set of facts
and assertions to an inference filter whose function is
to match the queries from the controller with the facts
and assertions to determine the data objects which
satisfy the queries. After it has determined the con-
clusions for the query, the inference filter transfers the
conclusions to the controller for output to the operator.

In the example ? mother-of Jean, the inference
filter would compare the facts and assertions defined
by Egs. (3) and (7) with the query given in Eq. (6).
Realizing that ? is the desired variable, the filter would
find a match between the query with the third asser-
tion given in Eq. (7) to obtain the answer Beth. Inthis
example, there was only one possible conclusion, but,
in general, several data objects may satisfy a query.

In contrast, the query-driven system of Fig. 3 is a
more sequential machine than the rule-driven system
of Fig.2. Givenaquery from the operator, the control-
ler uses the rules associated with the query to select
subsets of rules and facts from the knowledge base that
are relevant to the query. In the example of Eq. (6),
the mother-of rule is associated with the query. The
controller would examine the mother-of rule as de-
fined in the knowledge base and extract its condition
relationships married-to and father-of.

Once it has obtained the necessary subsets of rules
and facts, the controller transfers these subsets to the
inference filter along with the known data objects from
the query {Jean in Eq. (8)]. The inference filter then
matches the rules with the known query data to infer
the set of data objects which make the query true [Beth
for Eq. (6)]. Finally, the inference filter sends the

Tom son-of Bob.

Peg daughter-of Bob.

Peg daughter-of Beth.
Jean daughter-of Bob.
Jean daughter-of Beth.
Ruth daughter-of Jim.
Ruth daughter-of Liz.
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' A. Matched-Filter Optical Inference Machine
\ o Fig. 3. Block diagram of a deductive query-driven inference ma- The general matched-filter optical inference ma- .
o chine. «chine employs analog pattern recognition techniques
Y. and parallel optical logic to apply a set of given rules to
:: a set of facts to infer a set of logical conclusions to the
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o ficult to reaiize, particularly for rules which are recur.  this and subsequent figures, it should be noted that (1)
i sively defined (i.e., when the rule has itself as a the input light to the O-SLM is absorbed within the
2 condition).  Consequently, only query-driven systems {51 %8 854 200 Fransaitiod ant (3 the dout fght
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b machines that complement the electronic computer,  transfer to the optical system. The two E-SLMs, O-
S A complete system, therefore, will be hybrid in nature. ~ SL-M 1, thelenses Ly, Ly, and L, and the photodetector
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o In these systems, the parallelism and speed of optics
o are exploited to perform the functions of searching,
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k.- processor, while the controller and knowledge base ,,,,j\ oMz
g constitute the electronic support system. o l =) .
- To implement these optical inference machines, L it o ,SH ? '
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least short-term storage. owees| [ comnanm
!_; In the specific systems discussed below, the electri-
" cal-to-optical input device couid be any 2-D electrical-
s ly addressed spatial light modulator (E-SLM) which Fig. 4. Matched-filter optical inference machine.
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to be matched is performed in O-SLM 1, and the
matched-filter output is recorded on the photodetec-
tor array (shutter S, open, S; closed). The photode-
tector then transfers its output to the controller.

If the query dictates that several rules must be ap-
plied to the facts in succession, the resulting matched-
filter outputs can be combined by using the optical
logic capabilities of O-SLM 2. With S, closed and S,
open, the logic output of O-SLM 2 can be imaged onto
the photodetector array using lens L, and the photode-
tector output fed back to the controller. This ability
permits rules to be applied as many times as necessary
to various subsets of facts to generate the logical con-
clusions. )

When operating the matched-filter optical inference
machine, the operator queries the system through the
electronic controller. In response, the controller
writes the applicable subsets of facts onto E-SLM 1
and the applicable subset of rules onto E-SLM 2. This
information is coded as a set of predetermined 2-D
binary-level patterns. Inthe query example of Eq. (6),
the mother-of rule and the complete set of facts in Eq.
(3) would be the applicable aets.

The controller then activates 0-SLM 1 which holo-
graphically records the Fourier transform of the facts
as formed by lens L,. The rules are similarly trans-
formed by lens Ly, and this transform is used to read
out O-SLM 1 via mirror M, as shown in Fig. 4. The
output of O-SLM 1 is transformed by lens Lj to form
the matched-filter output on the photodetector array.
This output consists of a set of focused spots of light
which indicates the positions of the matches. These
signals are then stored in O-SLM 2 and/or fed back to
the controller, which then uses this input to select the
possible conclusions from the set of facts.

Seversl options exist at this point, depending on the
nature of the query being solved. For example, the
controller could now load another part of the query
into E-SLM 2, perform a second matched-filtering
operation, and with S, closed and S, open perform a
logical AND (with O-SLM 2) of the second correlation
and the first which is already stored in O-SLM 2. The
output of O-SLM 2 would then be read out onto the
photodetector array. Thus the matched-filter infer-
ence machine is capable of sequentially performing all
combinations of 2-D optical pattern correlations and
binary level logic operations on patterns representing
the data objects, rules, facts, and queries.

To solve the ? mother-of Jean query in Eq. (6), this
system would first examine the query for the speciiied
data objects (Jean in this case) and would then treat
the mother-of rule as if its variables were replaced by
the appropriate data objects. In this case, the effec-
tive mother-of rule would become

? mother-of Jean IF  Z married to ? AND

Z [ather-of Jean. @)

Comparing Eq. (8) with the original mother-of rule as
defined in Eq. (4), the variables X and Y have been
replaced with the desired unknown symbol ? and the
data object-Jean, respectively. Since the mother-of
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rule has two conditions, the controller has to invoke
two matched-filtering operations.

The order in which the conditions are satisfied does
not matter since all of them must be true for the query
to be satisfied. Since the second condition has the
data object Jean as a constraint, the first matched-
filtering operation matches the father-of facts
(placed on E-SLM 1) with the data object Jean (placed
on E-SLM 2). The output of the matched-filter is
then a representation of all facts associated with the
condition father-of Jean. In this case, there is only
one fact associated with this condition, Bob father-of
Jean. The controller then retrieves the father’s name
Bob and matches the condition Bob married-to with
the set of facts. The second matched-filter output
points to the fact Bob married-to Beth. Finally, the
controller simply associates the conclusion Beth with ?
and returns the conclusion to the operator.

In the case where there are several matches, it is
possible for the controller to match all the resulting
conclusions with the next condition for full parallel-
ism. Furthermore, if no match is made (i.e., no spots
of light above threshold on the photodetector array),
the condition cannot be satisfied, making the query
false.

The block electronic storage scheme suggested here
is not the most efficient means of storing the rules and
the facts because a single data object may be associated
with several different facts. However, because elec-
tronic storage is relatively inexpensive, block-form
storage does not appear to be inappropriate for the
initial investigations of these machines.

Since data objects are not expected to change often,
partitioning the knowledg 3 base into blocks will gener-
ally not have to be done frequently. The advantage of
block electronic storage is that it not only reduces the
data acquisition and retrieval time but also eliminates
the need to transfer the entire knowledge base to the
spatial light modulators which currently have only
modest space-bandwidth products.

B. Mapped-Template Optical Inference Machine

In the mapped-template optical inference machine,
mapping templates are used to store the relationships
between the data objects and are thus defined by the
facts. Conclusions are inferred to queries by applying
these mapping templates to the data objects in the
order prescribed by the rules. This usage of mapping
templates is similar to the associative nets described
by Willshaw and Longuet-Higgins.1®

Using the example defined by Egs. (1)-(6), the rela-
tions is-male, is-female, married-to, and father-of
from the facts in Eq. (3) would map an input set from
N the set of data objects defined in Eq. (1), to an
output set, also from D. Let D; and D, represent the
input and output sets of data objects. Furthermore,
let the data objects in the mth position of D; and D, be
denoted by d;, and d,,,. Using the data set D for D,
and D, as defined in Eq. (1), the mapping templates
corresponding to the is-female and father-of facts as
defined in Eq. (3) are shown in Fig. 6 with the elements
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Fig. 5. Mapping templates for (a) the is-female facts and (b) the
father-of facts for the entire set of data ubjects in Eq. (1).

of the input set D;(d;,) along the columns (x axis) and
the elements of the output set D,(d,,) along the rows (y
axis) of the templates.

The mapping templates are binary masks consisting
of transparent squares (logical 1 and shown as black
squares in Fig. 5) on an opaque background (logical 0
and shown as white in Fig. 5). The interpretation of
these templates is as follows: A transparent square in
the (x, y) position of, say, father-of indicates the fact

d,, father-of d,,. 9

Given these two templates, the mapping templates for
is-male and married-to are straightforward to gener-
ate.

Note that the mapping between D; and D, is not
necessarily one-to-one. However, a mapping tem-
plate is reciprocal in that if the right-hand side of Eq.
(9) is specified instead of the left, the relationships for
the left-hand side may be inferred from the template.

Alternatively, to limit the size of the mapping tem-
plate and conserve space, D could be subdivided into
subsets whose data objects are related in some way.
Considering the facts in Eq. (3), it is reasonable to split
D into a set of males and a set of females denoted by

D.. = |Mike, Tom, Bill, Jim, Fred, Bob, Sam)

= {Karen, Beth, Peg, Liz, Sue, Jean, Ruthj, (10

where D), and Dy represent the male and female sets,
respectively. With these subsets, the relationships is-
male and is-female would no longer be needed.

With the data set partitioned, the mapping tem-
plates for the factual relationships between the ele-
ments of D, and D, would simply be the corresponding
regions in the original full-size mapping templates in
Fig.5. Forthe relation is-female and the dataset Dy,
the template would always be opaque.

To perform logical inferring, the mapping-template
concept is implemented as illustrated in Fig. 8. Given
an input vector D;, the associated output vector D, for
a particular mapping template is found by first verti-
cally expanding D; along the y axis so it forms an array,
each row of which equals D,, as shown in Fig. 6. This
expanded form of D; is then optlcally overlaid with the
mapping template usmg imaging optics and a 2-D logi-
cal AND operation is performed. The resulting out-
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put, when viewed along the rows, corresponds to the
output vector D,

To perform the reciprocal operation of the mapping
template, the input vector would be expanded horizon-
tally and logically ANDed with the mapping template.
The output vector would then be taken looking down
the columns.

Depending on the mapping template, it is possible
for multiple inputs in D; to produce the same output
elementin D,. For this reason, a 2-D output photode-
tector array is used for establishing the exact input-to-
output correspondence, should this be needed in solv-
ing the query.

A hybrid optical inference machine which imple-

** ments mapped-template logic is shown in Fig. 7. It

consists of an electronic coantroller, two E-SLMs, two
0O-SLMs, and a 2-D photodetector array. Like the
matched-filter optical inference machine, the control-
ler in this system electronically stores the knowledge
base and controls the SLMs and the shutter. The
modulator O-SLM 1 is operated in the logic mode and
usually performs the AND operation, while O-SLM 2
is used as a 2-D memory unit to allow further process-
ing of the outputs, and is optional.

When the controller is given a query by the operator,
a vertical line is written on E-SLM 1 at the location of

Output dote
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one lor eoch <> =
b on Oy
1
l/,l
beoe 0 Oplxal nmu
Spats of operation ‘W‘ olier AND
|.¢m (AM)) opergion

S

Fig. 6. Conceptual implementation of mapped-template logic.
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Fig. 7. Mapped-template optical inference machine.
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the known data objects in D;. Then the controller
writes the mapping template corresponding to the rule
(or first condition) associated with the query onto E-
SLM 2. The outputs of both E-SLMs are imaged onto
O-SLM 1 with lens L;. The logical AND of the two
inputs is formed in O-SLM 1 and imaged onto the
photodetector array by lenses L, and Lj. If desired,
the output could also be imaged onto O-SLM 2 by lens
L, and latched. The stored output in 0-SLM 2 could
then be imaged via lens L¢ back into O-SLM 1 by
opening shutter S should further processing be neces-
sary.

The output of the photodetector array is fed back to
the controller where the inferred data objects in D,
which satisfy the current mapping rule are deter~-
mined. Further mapping templates are then applied
by the controller as determined by the query and rules.

Operation of this optical inference machine can be
demonstrated for the ? mother-of Jean query in Eq.
(6). Aswith the matched-filter machine, the mapped-
template system considers the effective form of the
mother-of rule given the data object Jean as specified
in Eq. (8). The controller first uses the mapping rule
template for father-of as shown in Fig. 5 and the input
vector corresponding to Jean, which is, from Eq. (1), [0
00000100000000). SinceJeanis specified on the
output side of father-of, the input vector is expanded
horizontally rather than verticallyon E-SLM 1. Scan-
ning the rows of the output array produces the output
vector [0 00000000000 10] which corresponds to
Bob.

The controller then feeds this output vector back to
E-SLM 1 as the input vector for the married-to map-
ping template. Since this input is on the right side of
the married-to rule, the vector is expanded vertically
on E-SLM 1. The inference operation is repeated with
the married-to mapping template on E-SLM 2, pro-
ducing the output vector {(view along the columns) [0 1
0000000000 0 0], which indicates the conclusion
Beth.

Since multiple outputs for the same data object
could be generated, viewing the rows or columns of the
output array could lead to an integral multiple of a
single light beam intensity. In this case, the photode-
tector output is electronically clipped to the single
light beam level if the photodetector output is to be fed
back to E-SLM 1 as input via the controller.

If the optional optical feedback loop is not used,
there is a possible modification to the system in Fig. 6
which will simplify the device requirements. Instead
of performing the logical AND operation in O-SLM 1,
the output of E-SLM 1 (the expanded input data vec-
tor) could be used to read out the mapping template in
E-SLM 2, thus eliminating the need for a 2-D optical
logic device. However, the advantage of having O-
SLM 1 is that (1) it can conveniently perform the
logical NOT operation on a condition, and (2) the
processed patterns are automatically latched into O-
SLM 1. This allows the controller to begin setting up
the next mapping template while it simultaneonsly
reads the photodetector array, thus providing some
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degree of concurrent operation.

Further possibilities for increasing processing speed
are to place muitiple mapping templates which are
spatially separated from each otheron E-SLM 2. The
input data vectors on E-SLM 1 would have to be repo-
sitioned accordingly. However, multiple inferences
could then be made in parallel.

V. Concluding Remarks

Basic architectures for a hybrid optical machine ca-
pable of solving symbolic logic problems have been
discussed in general terms. This inference machine
was considered from both a rule-driven and query-
driven approach. Two hybrid optical designs of a
query-driven inference machine were described which
used matched-filter logic and mapped-template logic.

In comparing the two designs, the mapped-template
system should be less demanding on the spatial resolu-
tion characteristics of the spatial light modulators and
should be easier to implement than the matched-filter
machine. Furthermore, the mapped-template system
should have better noise performance since there is no
analog processing in this system. That is, all optical
signals remain encoded as binary intensity levelsin the
mapped-template system, whereas the matched-filter
system must contend with the noise from the analog
matched-filtering process, even though binary intenasi-
ty input and output patterns are used.

Although two hybrid architectures have been pre-
sented, other equally effective system designs are pos-
sible. Given the growing interest in integrating sym-
bolic logic processing into the computer of the future,
the idea of downloading the inference operations of
scanning, searching, and matching to a parallel optical
processor merits continued investigation.

This work was supported in part by the Air Force
Office of Scientific Research under grant AFOSR-84-
0368.
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